UNIT I: Introduction _[Q_Stalis!irs

Stanstics l)cﬁr.ltmn and scr)p:_ Concepts of statistical ;d;ﬁ“u and samole
Methods of sampiing: SRS, Stratified, Systematic and Cluster sampling (Definitions

.......

only). Data: quantitative and qualitative, cross sectional and time-senes, discrete
and continuous. Scales of measurement: nominal, ordinal, interval and ratio
Classification, tabulation of data and diagrammatic representation of data
' Frequency distnbutions, cumulative frequency distributions and their graphical
1'; representations. Stem and leaf displays.

UNIT II: Univariate Data Analysis B
"Measures of Central Tendency: Mean, weighted mean, trimmed mean,

Median, Mode. Geometric and harmonic mean, properties, merits and
demerits, relation between these measures. Measures of Dispersion: Range,
Quartile deviation, Mean deviation, Standard deviation and their relative
measures. Moments, Skewness and Kurtosis. Quintiles’ and measures based
on them.

Unit-III: Bivariate and Multivariate Analysis _|
Bivariate Data, Scatter diagram, Correlation, Karl Pearson’s correlation

coefficient, Rank correlation — Spearman’s and Kendall’s measures. Simple :
linear regression and its properties. Fitting of linear regression line and
coefficient of deterrnination.

Analysis of Categorical Data: Contingency table, independence and
association of attributes, measures of association - odds ratio, Pearson’s and |
“vule’s measure. Multivariate Data Visualization: Mean vector and [
Dispersion matrix, Multiple linear regression (Three variables only), and
Residual variance. Multiple and partial correlation coefficients.

| Unit-IV: Elements of Probability

Random experiment, sample space and events, algebra of events.
Definitions of Probability- Classical, statistical, subjective and axiomatic
approaches — illustrations and applications, Addition rule, Conditional
probability, independence of events and multiplication rule, Total
enlakilitv rile Raves theorem- annlications.

|
|
|
|

—




ht%m'cuon and cumulant genenating function-properties and uses.
_UNIT II: Standard discrete distributions B | :
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UNIT 1! Random V'
Dimension) _
Defimtions of dl.:\;R‘!C :;nxi- con

ri k thematical
ariables and Mathematical Expectation (One

: continuous random
function, probability  mass  and density functions - e s and
tlustrations. Expectation of random -\‘amblﬂh 6 prostes
Probability generating  function, .

e

Vanables. distnbution

and its properties
Moments and moment generating

Uniform, Bemoulli. Binomial, Poisson. Geometric, Negative Binomual.
Hyper geometric distnibutions, definition, mean, vanance, moments, |
moment generating functions, recurrence relation for probabilities and '
moments for binomial, Poisson, and Negative binomial distnbutions, |

- additive property, Cumulant generating function, theoretical examples.

—
|
|

{

Unie-III: Standard Uni-variate continuous distributions

Rectangular, Beta, Gamma, and Exponential distributions, definitions
through p.d.f's, Mean, varance, moments, recurrence relations, Additive
property of exponential and gamma vanates, Normal distribution and its
properties, Cauchy distribution, Uni-variate and Bi-vaniate transformation
of variables of discrete and continuous random variables.

SN m——

Unit-IV: Data Analysis Using R 12

Introduction to R; Installation, command line environment, overview of
capabilities, brief mention of open source philosophy. R as a calculator:
The four basic arithmetic operations. Use of parentheses nesting up to
arbitrary level. The power operation. Evaluation of simple expressions.
Quotient and remainder operations for integers. Standard functions, e.g.,
sin, cos, exp, log. The different types of nuinbers in R: Division by zero
leading to Inf or -Inf. NaN. NA. No need to g0 into details. Variables.
Creating a vector using c(), seq() and colon operator. How functions
map over vectors. Functions to summarize a vector: sum, mean, sd,
median etc. Extracting a subset from the vector (by index, by property).
R as a graphing calculator: Introduction to plotting. Plot(), lines(),
abline(). No details about the graphics parameters except colour and line
width. Barplot, Pie chart and Histogram. Box plot. Scatter plot and
simple linear regression using Im(y-x). Problems on discrete and
continuone nrohabilitv dieteiviies oo e
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UNIT 2: Distribution of Random Va

Two dimensional random variables: Joint d - e (OTT
n. Trapstormaldn

distributions of random variables. com.!ition Xpectat
Distribution of functions of random \'ar_lubles using m.g. .
of variable technique (one and two vunabl.e:-). - probabif‘r'esl Statements of M cak \_r‘::,

N I 1 1 I’.'O I = Sl - q - > ;‘r:: lK.'
Chebyshev’s inequality- proof and its use In app UL . . _ De-Moivre. ( Some 3
of Large Numbers; Convergence in law and Central Limit theorzms B
examples)
UNIT 3: Probability Distributions-11

Discrete distributions: Rectangular. Geometri_c. N !
through probability mass function, mean. varance. moments. p.
Caucnyv

applications. ‘ « 2). Cauchv. —
Continuous distributions: Uniform, Gamma, Exponﬂlﬂiﬂ_~ Beta (type 1 md;i}“imer pr-:;“c,;::ids
definition through probability density function. mean. variance. MOMENRLS. m.g.L.. O 2

and applications.

UNIT 4: Sampling Distributions and Simulation
Definitions of random sample, parameter and statistic. sampling distribution of sample meap.

standard error of sample mean. .
Exact sampling distributions: Chi square distribution- mean. variance. moments, mode. addiave

Hypergeomesic- defimucn
other progerties and

ecative Binomuial. :
gt mgr.

-5

A

property. Student’s and Fisher’s t-distribution- mean. vartance, moments and lmurong form ©
distribution. Snedecor’s F-distribution: mean, variance and mode. Distribution of 1'F. Relatooshi»

between t, F and %° distributions.
Introduction to simulation. Generation of random observations from Unitorm. Exporertal.

Normal, Binomial, Poisson distributions using R-codes.
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Unit 2: Vital Statisti
al Statistics 10Hours

Source .
v nrees of demographic data, errors in data.
casureme P . v H
nt ol mortality: crude death rate, specific death rates, and standardized death rates, infant

mortahity rate, matern: ality 1o : :
Y rate. maternal montality rate, nco natal mortality rates, merits and demerits and compansons of

vanous mortality rates.

Measurement of Fertility and Reproduction: Fecundity, fertility, measurement of fertility, crude birth rate.
general fertility rate, age specific fertility rate and total fertility rates, merits and demerits of cach measure
ol ferulity, comparative study of these measures of fertility, Growth rates: Gross reproduction rate and Net

reproduction rates.

Unit 3: Sampling Thceory 10Hours

Population and Sample. Need for sampling, Complete Enumeration versus Sample Surveys, Merits and
Demerits, Non — Probability and Probability Sampling, Need and illustrations. Use of random numbers,
Principal steps in sample survey.Requisites of a good questionnaire. Pilot surveys, Sampling and non
sampling errors, Description of SRS, simple random sampling with and without replacement procedures.,
Merits and demerits of Simple random sampling.

Need for stratification, stratifying factors, Merits and demerits of stratified random sampling. Systematic

random sampling procedure of obtaining sample. Merits and demerits ot sy stematic random sampling
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UNIT- 1; p of Theory Paper 4

oint F.slinmtinn-l

56 Hrs

“amilies of distri butions-

16 Hrs

Outior IoFaI|0l1 and scale familics, Single par
I statistics, Distributj

o _ on of maximum and minimum
atistic (without proof).

stimato st Hord : .

roperty of Consis;cn{ -’.ll"l('l c:»llmalc; (:‘n_tcrm for estimators: Unbiascdness, Consistency. Invariance
riterion for o _csllnmt_ors. Efficiency and relative f ficiency. Mcan squared error as a
et 1paring  estimators, Sufficient statistics, Statement of Neyman-Factorization

- oncept of orde
1

nd r order

‘oncepts of ¢

ameter exponential family.
order statistics (with proof )

INIT-2: Point Estimation-I]

isher information function. St

1sh : . atement of Cramer—Rao inequality and its applications. Minimum
arlance Unbiased Estimator and Minimum Variance Bound Estimator.

laximum likelihood and method of moment estimation; Properties of MLE and moment cstimators
1d examples. Method of Scoring

12 Hrs

INIT- 3: Testing of Hypotheses

18 Hrs

atistical hypotheses - null and alternative, Simple and composite hypotheses. Type-I and Type-II
rors, test functions. Randomized and non-randomized tests. Size, level of significance, Power
nction, power of tests. Critical region, p- value and its interpretation. Most Powerful (MP) and
VIP test. Statement of Neyman-Pearson Lemma and its applications. Likelihood ratio tests.

rge and small samples tests of significance. Tests for single mean, equality of two means, single
riance and equality of two variances for normal populations. Tests for proportions.

NIT- 4: Interval Estimation

10 Hrs

nfidence interval, confidence coefficient, shortest confidence interval. Methods of constructing
ifidence intervals using pivotal quantities. Construction of confidence intervals for mean,
ference of two means, variance and ratio of variances, proportions, difference of two proportions
| correlation coefficient.
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U\IT 20 EXPERIMENTAL DESIGNS
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| N1 3: Operations Research -
ntroduction o Operations Research, phases of O R model building, vanous
types of LR problems. Linear Progrumming Problem. Mathematical formulation
Cthe | PP graphical solutions of a L PP Simplex method for solving | PP
* 1S Hry

I'NIT 4: Transportation Problem and Assignment problem
i ransportation Problem . Tntal solution by North West comer rule, Least comt

method and Vogel™s approximation method ¢ VAM), MODI s method to find the
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Unit 2: Linear Algebra i _ I | _ -
L ¢ Jse of deter: - o the system of lincar CUATIONS, row re
riminants in solution ‘
lLincar algebra: Use of dete

Program B.Sc in STATISTH“ S o B . ' —

Name | Nemester b

Course ]‘"I_c | Maitrix illﬂchr. and "l'lrm“;n ...'I"‘—‘—“‘ {The_.__ ' _ _ .

: i ry

Course Code : | IJH(_'T 51-T1 R i N ) .

. - . - B l TS Iir it~ "~'

Contact hours = 60 Hours i : =

Al AS;;S“"IIMH*S‘__ . S - | Duration of ST A Nam 2 hours

————— TWK§ 40 Summative Assessmen -

c.ﬂ,mpn.requmm,;; T — | Summative Ass, sment Mard, _ 6

Course Outcomes (COs) apn. .

COF. D Emdmm];d:rlﬂt:jm suecessful completion of the course the student will be able 10 :
. . anding of basic concepts of matriy algebra mcluding determinants, inverse and

properuies of vanous types of matrices.

Ons In statistics, ¢

5. techniques for inference and hypothesis testing and d

Apply regression analysis technigues to real world data sets.

Contents - - o _

Umit 1: J_l.lgthra of matrices and d;:itrmi;il;ﬁ _ - - - -
A review of matrix alé:bm._lhmrems related 1o triangular, symme
idempotent matrices, orthogonal matrices, singular and non-singular matnces and their properties
Trace of a matrix, unitary matrices Adjoint and inverse of a matrix and rel

tric and shew symmetnc matrices,

ated properties
Determinants ants of Matrices: Definition, properties and apphications of deternunants for ird and
higher orders. evaluation of determinants of order 3 and more using transtormat
Skew symmetric determinants. Jacobi’s Theorem, product of determinants.

NS Symmetre and

duction and

. AX=R, solution sets ol linear cquations, hinear Iﬂlil..‘[‘l{'r‘.ll._ftn‘:c‘
Inx ¢quutmn5

echelon forms, the ma

[t‘l“.l..llil IP e 1] ] rm'L!l Iﬂﬂk l.l' l'l‘t' sum u."'.i !h.l. F’I'NJHLr i r Twin miilr "
3 e rems « -

ts and Charactenstic vectar Properties of characteriane
i sl i) dratic torms. nature of quadratic form andd Promer e,
ua :

€ ayley Hamilton theorem,
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Eression models. including the assumpiions

haractenstic roots and s zctor

aLnostics checks and comrection

15 Hrs
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—mptions inference related to regression parameters, standard error of prediction, fests on
Assum ' . . . . X .
epts and slopes, extrapolation, diagnostic checks and correction: graphical techniques, tests
intercepts ¢

for normality. uncorrelatedness, homoscedasticity, lack-of-fit testing, transformations on Yoor N
A !

(Box- Cox, square root, log etc.), method of weighted least squares, inverse regression

U;il 4: Multiple linear regression

standard Gauss Markov setup, Gauss-Markov theorem (without pr_o{_ml'l, least squares (L.S)estimation,

variance-covariance of LS estimators, estimation of error variance. LS estimation withrestriction on

parameters. Simultaneous estimation of linear parametric functions. Tests of hypotheses for
one and more than

one line P — - . . .
o ‘one linear parametric functions, confidence intervals, Variable selection problems.
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Semester | VI

Program Name s
CINSTATISTION
Course i)e |
Statistical Inference 11 (Theory)
Course Cole [
DSCT o) No. of Cred . |
i i redins
Contact hour |
. “
({11 -
Hours Draration of SEA/ sam - 2 hours
Formative A
ssUssment N .
Tark s an Summative Assessment Marks 60

Course Pre-requisiteqs)
Course Outen :
mes : 5 - .
(COs): After the successtul completion of the course, thestuden wili be

able 1o
COl Underst
and expecte . .
expected loss, decision rules, decision principles and Bayes and

mimimas decision rule
CO2 Learn ab '
about UMP test. MLR property and | ikelihood ratio tests.CO3. Explore

about sequential inference
COM Learn ¥
1t about one sample and two sample nonparametric tests
Uni -~ Contents 69 s
nit-1: Statistical Decision Theory Sl
Basic elements of Statistical Decision Problem. Ex_p::clcd loss, decision rules

(nonrandomized and randomized). decision principles (conditional Bayes.
frequentist), inference as decision problem, Loss function, squared error loss,
|

Baves and mimimax decision rule,

Unit-2: Testing of Hypothesis-11 o
Definition of UMP test, monotone likelihood ratio (MLR) property, Examples of

distributions having MLR property, Construction of UMP test using MLR property.
LIMI? test for single parameter exponential family of distributions. Likelihood ratio

(LR ) tests., LR test for normal, exponential.

Unit -3: Sequential Inference _
wald's SPRT, OC and ASN functions, examples based 1

and exponential distributions. |

Need for sequential analy sis,
on Bernoulli, Poisson, Normal
Unit-4: Nonparametric tests - -

Nonparametric and distribution-free tests, on¢ sample problems: Sign tesL,
Wilcoxon signed rank test. Kolmogorov-Smirnoyv_test. Test of randomness
est. General two sample problems:  Woltowitz. runs test,
of equal size), Median test,

vo sample test (for sample

using run
Several sample problems:Fricdman’s test,

Kolmogorov Smirnov iy
Wilcoxon-Mann-Whitney [ /-test.

Krl_ni-_.ul Wallis test

15 Hrs

15 Hrs

lr;EA



n:plnn-m::nl, Jefinition. and

and W ithout
rotal and

ates of [Kl['l'u
oS, estimates of therr variances

an.

simple random  sampling with
lation me

[ .
procedure of selecting sample, estim

o these estimal

WD . : .
proportion, varnances and SE «

relite s18ETE 14 .
ed proots, sample siz¢ Jetermination

ic sampling

tification. [ echnique, estimal

pling and systemal
basis of strd

of these

I nit 3 i
mit 3: Seratified sam

Strateh
wetication amd its benefirs
prnpnrtiunal.

estimales.

Variances

population mean and (otal,
ctions and

in's allocation. allocation with cost tun

l'[I mur 1 Illl.kill“l"l\‘ wk‘r

their co
i mp . . - - ] :
panison with SRS Practical Jifficulties m allocation,

rrors of the above ¢
cision, post ctratification and 1ts

-
-
.l“llfl]“,]q .
ns are used, estimation of gain in pre
perlormance
impling Technique. estimates of

!hl- L'\ 1res .
' 1ons for the standard ¢ stimators when these

Nystem

ati -
Sampling Linear systematic s
population mean ;

mean and total, variances of these estimates (N1 X k)

( omparison - .
of svstematic sampling with SRS and stratified sampling in th
wi = L"

presence g
ce of hinear trend and corrections

"‘ <l I 1.1“L‘Iil \1 III '1.'“..“ I

statistics, e
' -juro and De-facto
{ method and their reliabili
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CO6. | 'nderstand the role statistics 1n national deve mert

('c_mh:nl--

60 Hrs
Unit 1: Introduction to sampling theory -_ > Hr
Objectives and principles of sampling theory:. Concept 01 pop ilation anc
sample: complete enumeration versus sampling: Planning. execution ar i
analysis of a sample survey: practical problems at cach of these stages: basic
principle of sample survey: sampling and non-sampling errors. Types of
sampling: non-probability and probability sampling. pilot sun ey
Unit 2: Simple random sampling :
f T\ )
AN 1 J Y
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